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FOREWORD

These proceedings are a written report of the twenty-fifth Sawtooth Software Conference,
rebranded in 2023 and 2024 as the Analytics & Insights Summit hosted by Sawtooth Software,
held in San Antonio, Texas, May 1-3, 2024. One-hundred fifty-five attendees participated.

The focus of the Sawtooth Software Conference continues to be quantitative methods in
marketing research. The authors were charged with delivering presentations of value to both the
most sophisticated and least sophisticated attendees. Topics included Al in marketing research,
pricing research, cleaning bad data, experimental design, choice/conjoint analysis,
modeling/predicting sales data, MaxDiff, and market segmentation and classification.

The papers and discussant comments are in the words of the authors and very little
copyediting was performed. At the end of each of the papers are photographs of the authors and
co-authors. We appreciate their cooperation for these photos! It lends a personal touch and makes
it easier for readers to recognize them at the next conference.

We are grateful to these authors for continuing to make this conference such a valuable event.
We feel that the Sawtooth Software conference fulfills a multi-part mission:

a) It advances our collective knowledge and skills,

b) Independent authors regularly challenge the existing assumptions, research methods, and
our software,

c) It provides an opportunity for the group to renew friendships and network.

We are also especially grateful to the efforts of our steering committee who for many years
now have helped this conference be such a success: Keith Chrzan, Marco Hoogerbrugge, Joel
Huber, David Lyon, Ewa Nowakowska, Bryan Orme (Chair), and Megan Peitz.
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SUMMARY OF FINDINGS

The twenty-fifth Sawtooth Software Conference (rebranded for 2023-2024 as the Analytics
& Insights Summit) was held in San Antonio, Texas, May 1-3, 2024. The summaries below
capture some of the main points of the presentations and provide a quick overview of the articles
available within the 2024 Analytics & Insights conference proceedings.

Humanizing Surveys and Enhancing Depth of Insights Using LLMs (Kevin Karty,
Intuify): Kevin explored how Large Language Models (LLMs) like ChatGPT can transform
market research by improving survey design, data quality, and respondent engagement. LLMs
address two main challenges: creating interactive surveys with open-ended techniques and
effectively analyzing vast amounts of unstructured data. Unlike traditional Al methods that
struggle with natural language comprehension and generation, LLMs excel due to advanced
techniques like zero-shot learning and self-supervised learning.

Kevin also examined how LLMs can enhance conversational Al for voice-based surveys,
moving beyond text to create more dynamic and personalized interactions. A test involving over
500 respondents demonstrated that voice responses, especially with dynamic Al-driven follow-
ups, produced more detailed and engaged responses than traditional text-based methods. LLMS'
superior flexibility and accuracy in handling qualitative data make them valuable for coding and
analyzing open-ended responses, despite some reliability challenges. Overall, the article
highlights the potential of LLMSs to revolutionize market research.

A ""How-To" Guide for Catching Cheaters (Karlan Witt, Holly Smith and Deb
Ploskonka, Cambia Information Group): Karlan and her co-authors addressed the challenge
of fraudulent data in market research. They highlighted the detrimental effects of data fraud,
including flawed business decisions and financial losses. The authors stressed the need for
advanced fraud detection techniques, robust screener design, and vigilant monitoring to maintain
data quality. Their article is a “how-to” guide for outlining methods for detecting and mitigating
fraud, such as monitoring panel toss rates and recognizing suspicious respondent behaviors,
including the use of bots and automated responses. They also discussed that mixed-mode
surveys, including phone interviews, are not immune to fraudulent activities.

This “how-to” guide emphasizes the importance of establishing clear roles and data cleaning
protocols at the start of a panel study. It advises creating unbiased, well-tested screeners and
engaging questionnaire designs to discourage cheating. Survey programming should include
fraud prevention measures like unique URLS, while data collection requires regular reviews and
adjustments to quotas. Post-collection checks for inconsistencies and Al-assisted fraud detection
are also crucial. Ultimately, the authors argue that no data collection method is entirely fraud-
proof. They advocate for a combination of technological tools and human oversight to ensure the
integrity of research data.

Qualitative Assessment of Conjoint. Unlocking Respondent View: (Egle Meskauskaite and
Remco Don, SKIM): In their presentation, Egle and Remco explored how respondents interact
with various conjoint surveys, as well as with some general question types. Based on in-person
interactions with 30 respondents, they found that there often is a big gap between what we as



researchers expect respondents to understand and do and actual respondent
understanding/behavior. This research covered how different conjoint setups—multi-attribute
choice-based conjoint (CBC), shelf CBC, and menu-based conjoint (MBC)—affect respondent
engagement and accuracy.

Key insights included how respondents often infer the meaning of questions just from the answer
options, the importance of realistic scenarios, and the need for clear, concise instructions.
Findings revealed that respondents struggle with lengthy texts and visual aids like GIFs and
videos, preferring simpler, static instructions. Additionally, respondents allow variety seeking
and anchoring, to influence their responses in conjoint studies. Quantitative results showed
improvements in respondent performance and data quality with revised survey designs, such as
clearer instructions and more realistic setups.

Visibly Better—Improving Conjoint Experiments with Eye Tracking (Neli Dilkova and
Alexander Wendland, Factworks GmbH): Neli and Alexander investigated the integration of
eye tracking with conjoint analysis, utilizing respondents' personal computer cameras for the first
time in commercial settings outside of a laboratory. They sought to validate previous findings for
eye-tracking and conjoint analysis as well as explore new areas such as the impact of visual
versus tabular presentations and the effects of educational and priming sections on search
behavior.

Their results indicated that visual presentations facilitate easier and faster information
processing compared to tabular conjoint grid formats, enhancing engagement and creating more
realistic search patterns. Despite these benefits, the use of eye tracking metrics did not
significantly improve the quality of conjoint models. Their study confirmed that respondents
become more efficient over time; but, in contrast to previous research, the attributes with higher
importance are not necessarily those most intensely focused on. Neli and Alexander’s findings
suggest that eye tracking mainly reveals learning patterns rather than choice behavior. Further
research is needed to better understand eye tracking's role in conjoint analysis. The study
advocates for using eye tracking in cognitive tests and optimizing educational sections before
conjoint experiments to improve engagement and learning.

But What If—Using Situational MaxDiff to Understand How Needs Vary across
Settings (Stefan Meissner, GFK — An NIQ Company): In his presentation, Stefan introduced
the "Situational MaxDiff" approach to improve understanding of consumer needs by accounting
for context-specific variations. Traditional MaxDiff doesn’t account for how consumer
preferences shift based on different scenarios (decision contexts), which could be meaningful for
certain business problems. Situational MaxDiff addresses this by allowing researchers to capture
and differentiate consumer preferences across varying contexts. Stefan’s study involved two
MaxDiff experiments with 968 participants assessing travel information systems under normal
and disturbance conditions. The results revealed significant context-dependent differences in
preference for 17 out of 18 items. This suggests that consumer needs are highly context-
sensitive, highlighting the necessity of accounting for these variations in research.



Situational MaxDiff involves coding responses to reflect different contexts and can be done
multiple ways, including Best-Worst Coding and MaxDiff Coding. Despite requiring additional
effort and external software (e.g., R), the method offers more precise and actionable insights
compared to traditional approaches. Stefan found that Situational MaxDiff generally provides
better segmentation and prediction accuracy than other methods, though it requires further
validation and refinement, particularly in handling multiple contexts and minimizing participant
burden.

Surveys for Generation Z (Joris van Gool, SKIM): As smartphones become more integral
to daily life, effective survey design for mobile devices is crucial. Joris explored different mobile
survey formats and designs to identify the best approaches for reducing dropout rates and
enhancing data quality. The study tested five survey cells, including two controls (desktop and
mobile) and three test cells with varying improvements. These modifications aimed to optimize
the user experience on mobile devices, such as replacing the MaxDiff exercise with SwipeDiff,
automatically submitting questions upon completion, allowing users to go back one question,
fixing the progress bar at the top of the screen, and making navigation buttons larger.

Results indicated that desktop surveys generally performed better in terms of dropout rates
and data quality. However, several mobile-friendly improvements, like automatically submitting
questions, presenting items one at a time for grid questions, enhanced user engagement and data
accuracy. The SwipeDiff modification led to higher dropout rates, suggesting that it may be
challenging for both users and (perhaps?) automated bots. Overall, Joris recommended
implementing mobile-specific design elements for surveys, such as streamlined navigation and
question presentation, to maintain data quality and respondent engagement. Further research is
needed to refine these techniques and explore additional ways to enhance mobile survey
effectiveness.

Artificial Intelligence and Open-Ended Responses in Survey Data Analysis: Topic
Modeling Analysis and Sentiment Analysis Using Al (Gerardo Martinez Cordeiro,
Hanover Research): In this presentation, Gerardo explored the potential of Artificial
Intelligence (Al) and Large Language Models (LLMs) in analyzing open-ended survey
responses, particularly in topic modeling and sentiment analysis. Open-ended survey responses
offer valuable insights but are complex and time-consuming to analyze, often requiring
significant expertise and resources. Al and LLMs help automate these processes, reducing the
effort and time required for analysis.

Topic modeling categorizes responses into themes, traditionally needing extensive manual
work to ensure a clear summary. Al automates much of this, streamlining the process. Sentiment
analysis measures the emotional tone of responses, determining if they are favorable,
unfavorable, or neutral. Al's learning capabilities improve consistency and accuracy in both
methods.

By integrating Al and LLMs, researchers can efficiently analyze larger datasets, minimizing
bias by examining entire samples instead of subsets. This integration reduces costs and increases
the comprehensiveness of insights. However, Gerardo emphasized that human oversight is
necessary for fine-tuning and accurate interpretation of results. His paper demonstrates how Al



enhances data interpretation in survey analysis while minimizing the required resources, making
complex data analysis more accessible and less resource intensive.

Empowering Market Research with Generative Al: A Paradigm Shift in Consumer
Insights (Mohit Shant and Md. Faisal, Insights Curry): The authors explored the use of
Artificial Intelligence (Al) and Large Language Models (LLMs) in analyzing open-ended survey
responses, specifically through topic modeling and sentiment analysis. Traditionally, these tasks
require extensive researcher time due to the complexity and scale of open-ended data, making
analysis costly. Al and LLMs offer a solution by automating the process, reducing time, effort,
and potential bias.

Topic modeling, which involves categorizing responses into themes, can be streamlined with
Al, minimizing manual work. Sentiment analysis, which quantifies the positive or negative tone
of responses, also benefits from Al's capabilities. While Al can automate labor-intensive steps
like data preparation, scoring, and visualization, it still requires human oversight for context
understanding and quality validation.

The authors identified two approaches to sentiment analysis: rule-based (simple but less
flexible) and machine learning-based (complex but requiring labeled data). The research
highlighted the effectiveness of Generative Al (Gen Al) in enhancing data quality, reducing
operational costs, and improving efficiency in market research. Al-driven tools like GPT-4 and
Gemini Pro show performance comparable to human evaluators. While further refinement is
needed, Al tools significantly advance research methodologies, making survey analysis more
efficient and accessible.

Revolutionizing Market Research: Immersive E-Commerce Replicas as a New Frontier
(Saurabh Aggarwal, Tarun Khanna and Rashmi Sharma, Knowledge Excel): Over the past
decade, e-commerce has revolutionized retail. Despite the growth of online shopping, traditional
market research methods struggle to capture the nuances of online consumer behavior.
Conventional surveys lack realism, and techniques like A/B testing face limitations. To address
these gaps, Saurabh and co-authors introduced hyper-realistic e-commerce replicas (ECR) in
surveys, imitating an immersive online shopping environment for respondents and generating
rich choice data.

Their research compared the ECR approach to traditional conjoint analysis (CBC-T), finding
that ECR offers a more realistic and interactive experience, resulting in enhanced data quality
and engagement. The ECR's UI/UX development includes adding features such as filters,
sorting, and search options, and refining functionalities based on feedback.

A case study with 1,600 respondents tested both CBC-T and ECR methods, showing that
ECR provides higher engagement and accuracy. Future efforts aim to expand ECR's application
to additional categories, refine data capture methods, and incorporate new technologies.

Share of Search: The New Crown Jewel or the Emperor’s New Clothes? (James

Pitcher, Alexandra Chirilov and Andrzej Surma, GfK): Share of Search (SoS) is a metric that
tracks the volume of online searches for a brand relative to all searches within a category and has
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been proposed as a predictor of future market performance. Marketing expert Les Binet
introduced the concept of Excess Share of Search (ESoS) as a potential indicator of future
changes in market share. The authors tested Binet’s theory across hundreds of technology
brands, finding that ESoS alone does not reliably predict future market growth. However, when
ESoS data is transformed, predictive accuracy improves, yielding good or acceptable models for
71% of brands tested, and 94% for those with large market shares.

James and co-authors highlighted the limitations and potential of SoS and ESoS as tools for
forecasting brand performance. While SoS correlates strongly with market share values in some
categories, it does not capture short-term market fluctuations reliably. ESoS, particularly when
adjusted, offers a quick and cost-effective alternative to complex forecasting models for
anticipating market trends. Despite its promise, this approach requires careful data handling, a
substantial dataset across about 9 years, and further validation across different sectors. It is most
effective for brands with significant market shares, providing valuable insights into future market
dynamics.

From MaxDiff to Max Adoption—How to Derive Winning Feature Combinations with
CRIS (Alexander Wendland and Neli Dilkova, Factworks): Alexander and Neli explored
feature selection complexities for add-on bundles, subscription services, and digital offerings.
Traditional methods like multi-select questions, TURF, and Conjoint Analysis have limitations
in accurately predicting customer preferences and product adoption. The authors propose using
MaxDiff (Best-Worst Scaling) combined with Anchored MaxDiff to better capture feature
importance scores. They introduce CRIS (Combined Reach of Item Sets), a simulation tool to
predict product adoption by summing feature importance scores against a threshold.

In research conducted with a hypothetical app “MoneyMate,” the study aimed to determine if
higher concept values or must-have features would increase adoption rates. However, results
showed that neither higher concept values nor must-have features consistently led to higher
adoption. Moreover, predictions based on threshold values exhibited weak correlations with
actual adoption rates.

These findings suggest that the CRIS methodology needs further refinement, especially in its
broader application. The research indicates that consumer preferences may not align with
theoretical expectations and that the current CRIS model might not fully account for factors like
price sensitivity, non-compensatory requirements, or category relevance.

Judgement Day: The Machines Are Here but Will They Take Over? (Chris Moore,
Cameron Stronge and Manjula Bhudiya, Ipsos UK): Large Language Models (LLMs) like
GPT-4 are transforming market research through the possibility of being able to replicate
complex human decision-making, potentially reducing the need for extensive surveys. However,
challenges remain in assessing their predictive reliability and mitigating biases. Chris and co-
authors conducted an extensive study involving over 250,000 Al-generated responses to Conjoint
and MaxDiff choice tasks evaluated various LLMs, including GPT-3.5, GPT-4, Claude-2, and
Gemini Pro-1.5, to test their effectiveness in simulating real-world consumer choices.
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Chris and co-authors found that while GPT-4 and other models could closely mirror real-
world preferences in some cases, they also exhibited limitations like positional bias and
difficulties in capturing complex interactions between product attributes. Results varied
significantly depending on the model, task, and prompt structure, highlighting the importance of
fine-tuning, prompt engineering, and external data integration.

Key findings indicate that GPT-4 performed best among the tested models but still required
specific strategies, such as breaking tasks into individual prompts and using a conversational
style, to improve accuracy. While LLMs show promise for automating market research, they
should be used alongside real-world data to ensure reliability and minimize bias, as they are not
yet ready to fully replace real human responses.

Comparing Al-Generated Results to Survey Research in CPG Product Pricing
(Kathryn Kaul-Goodman, Jacob Nelson and Edward Paul Johnson, The Harris Poll):
Kathryn and co-authors conducted a study that explores the use of Large Language Models
(LLMs) for pricing research, traditionally conducted via surveys. Motivated by a 2023 project
for a premium consumer packaged goods (CPG) brand, the study analyzed pricing across 15
retail channel and product sub-category combinations, focusing on one sub-category within
warehouse club channels (Sam's Club and Costco).

Traditional methods, such as Van Westendorp PSM and conjoint analysis, were compared to
LLMs like GPT-3.5, GPT-4.0, and Claude 2.0. These traditional methods are resource-intensive,
involving over 5,930 respondents, while LLMs offer a potentially cost-effective alternative. The
study aimed to assess if LLMs could match or exceed the accuracy and efficiency of
conventional survey techniques. Results showed that LLMs often overestimated price points and
provided inconsistent price predictions, even more so when supplemented with web-scraped
data. Price elasticity estimates were inaccurate, defaulting to simplistic assumptions. The study
concluded that while LLMs are not reliable for pricing research due to their overestimations and
lack of nuance, they could still be useful for summarizing survey data, identifying competitors,
or offering contextual insights. Future improvements in LLM technology may enhance their
capabilities in this domain.

Complete Level Overlap with Color Coding: Validation, Extension, and a New
Superpower (Keith Chrzan and Dan Yardley, Sawtooth Software): Keith and Dan examined
different approaches to partial-profile type designs for choice-based conjoint (CBC) experiments,
specifically testing approaches that show respondents all attributes, but hold some of the
attributes tied (overlapping) on the levels across all the concepts of the choice task. In traditional
full-profile CBC, participants evaluate all attributes, which can lead to cognitive overload and
simplifications in decision-making. Chrzan and Elrod (1994, 1995) introduced the partial profile
method, where only a subset of attributes is shown, reducing respondent error and improving
predictive validity.

However, partial profile has limitations, such as difficulties in measuring interactions
between attributes and assessing the None option. Another variant, developed by Kessels, Jones,
and Goos (2011, 2012), offers "explicit partial profiles,” where attributes are displayed with tied
(overlapping) levels, allowing for more accurate evaluation of interactions and price trade-offs.
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A recent modification by Jonker et al. (2018) rebranded this approach as "overlap designs,"
enhancing it with visual aids like shading to reduce response errors and improve choice
consistency. Keith and Dan conducted an empirical study confirming that overlap designs
improve total design efficiency, as well as a study involving synthetic respondents that shows
overlap designs mitigate the impact of lexicographic decision-making. However, these designs
also increase cognitive effort and survey completion times. Future research is needed to explore
the scalability of these methods for CBC experiments involving larger numbers of attributes.

Using Seeded Items to Improve Express Best Worst Designs (Thomas Eagle, Eagle
Analytics of CA; Jon Godin and Megan Peitz, Numerious Inc.): Tom and co-authors
compared various Best Worst (BW) design approaches for many items to evaluate predictive
accuracy, especially in out-of-sample tasks. Sparse designs, where each item is seen once per
respondent, generally outperform Express designs, which show fewer items multiple times per
respondent. Although Express designs reduce cognitive load, Sparse designs offer better
predictive accuracy. A new approach, "seeded" Express BW, was proposed, where a fixed
number of “seeded” items is shown to all respondents to improve consistency. However, both
simulations and live tests showed no significant improvement in performance for seeded Express
designs over traditional Express designs (except for a simulated study involving high response
error). Sparse BW and traditional BW designs consistently provided better predictive accuracy,
especially for out-of-sample predictions.

Seeded Express designs showed slight advantages in simulations with high response error,
but these benefits diminished in less noisy datasets. Overall, traditional and Sparse BW designs
were more reliable, while seeded Express designs did not enhance prediction accuracy or
respondent experience. The study suggests that, for larger item sets, Sparse BW designs remain
the best choice for predictive accuracy, particularly when covariates are considered. Seeding
items in Express designs did not provide significant advantages, making traditional and Sparse
designs preferable for complex studies.

Comparing Pricing Approaches in Conjoint Analysis: Assessing the Impact of
Proportional and Monetary Prices on Brand Preference and Price Elasticities (Alexandra
Chirilov and James Pitcher, GfK): Alexandra and James explored the effects of two pricing
approaches—proportional prices (showing % changes from average price) and monetary prices
(showing actual prices)—within conjoint analysis. They examined how each approach impacts
brand preference and price elasticity. While both methods provide reliable demand estimates, in
general the monetary price approach is more accurate for pricing research.

Alexandra and James’ study highlights that monetary pricing works better when price
changes are presented as absolute values, whereas proportional pricing is more effective in
scenarios involving discounts. This is due to the psychological effects triggered by relative price
changes. Moreover, price elasticity is significantly higher when using proportional prices, as
consumers are more sensitive to prices expressed relative changes than absolute ones.

*Yoshimi* Battles the Survey Bots: How You Can Work to Defeat Those Evil-Natured
Robots in Your Online Survey Samples (Leyla Yerlikaya Eden, Daniel Barkley and Trevor
Olsen, Numerious Inc.): Advances in automation and Al have made it easier for bots to



participate in surveys, which poses a challenge for market researchers. These bots can process
survey questions using natural language processing, mimicking human responses and
compromising data quality. To counter this, Leyla and coauthors developed a new method that
exploits current weaknesses in Al bots. Their approach involves asking respondents to recognize
shapes, colors, and perform basic math through dynamic HTML canvas elements, which are
difficult for bots to interpret. Unlike static images, dynamically-generated images (unique per
respondent) prevent bots from memorizing patterns and adjusts based on screen size, adding
complexity.

They tested this method across different panels, observing higher failure rates among lower-
cost panel respondents, with many responses appearing bot-like. To refine their approach, Leyla
and co-authors also included hidden text and follow-up questions to further detect bots. Although
their method is effective, they acknowledge the need for further investigation, especially in
distinguishing between bots and genuine respondents using assistive technologies like screen
readers. Moving forward, the authors aim to increase question complexity to further hinder bots
while ensuring accessibility for all users. The study demonstrates promising results in identifying
and mitigating bot activity in surveys.

* Winner of Best Presentation as voted by the audience

Fairness in Clustering: Opportunities for Application in Market Segmentation (Ming
Shan, Hall & Partners): Fairness in clustering addresses the concern of ensuring proper
representation of minority groups within clusters, an important aspect in unsupervised machine
learning, particularly market segmentation. Ming showed how traditional clustering methods
may result in biased groupings, using a real dataset where females were underrepresented in
certain clusters. Fair clustering introduces fairness constraints, ensuring that protected groups,
like gender or race, are adequately represented in clusters. Researchers have developed strategies
to incorporate fairness at different stages of clustering: before, during, or after the process. One
approach, "fairlets,” involves creating micro-clusters with balanced representation before
clustering. Other methods, like modifying algorithms such as K-means, adjust the clustering
process to account for fairness constraints.

Ming compared two fairness-focused algorithms—S1 (matching-based) and S2 (K-means
with fairness)—demonstrating their effectiveness on simulated and real datasets. S1 pairs
individuals based on similarity, while S2 integrates fairness directly into the K-means algorithm
by balancing the representation of protected groups. A comparison against existing methods
showed that S2 performs better in maintaining the original clustering structure while achieving
fairness. The paper highlights the potential for using fairness clustering in practical applications
like market segmentation and emphasizes the need for accessible, shareable tools in R and
Python for broader adoption.

Navigating the Social Media Data Landscape: A Quantitative Approach to Insights
Generation (Rachin Gupta and Rajat Goel, StatWorld Analytics, LLC): Social media
platforms generate a vast amount of data, presenting both opportunities and challenges for
brands. While rich in insights, the volume and complexity of this data make it difficult for
businesses to analyze effectively. Rachin and Rajat introduced a quantitative approach for



leveraging social media data through data collection, analysis, and insight generation. The
approach culminated in a brand benchmarking framework designed to measure and compare
brand performance across several metrics, such as engagement, reach, and sentiment.

The case study focused on a hospitality industry client, analyzing data from platforms like
Facebook, Instagram, and review sites. It tackled challenges such as data quality, platform
restrictions, and varying data formats, employing techniques like machine learning and sentiment
analysis. By collecting and analyzing key data points—such as impressions, follower count, and
social reputation—Rachin and Rajat offered a structured framework for competitor analysis and
brand improvement. The framework helps brands assess their performance in relation to
competitors, identifying strengths, weaknesses, and opportunities.

Price-Group Estimation Approach for Price Attribute in Choice Models Using
Alternative-Specific Design (ASD) (Surbhi Minocha, Kantar): Surbhi presented a practical
approach to improving discrete choice models involving many SKUs (brands) and price,
particularly in understanding non-linear price responses. The full-blown SKU x price model
would estimate consumer preferences for every SKU-price combination, requiring very large
sample sizes and making them inefficient for capturing non-linearities (via part-worth coding) in
measuring price sensitivity. Surbhi demonstrated an Alternative-Specific Design (ASD) that
clusters SKUs into a manageable number of "price groups™ based on similar price range tested as
well as SKU-specific price sensitivity. This method reduces the number of required parameters
to estimate (compared to a full-blown SKU x price model), allowing for more efficient and cost-
effective modeling with smaller sample sizes.

The case study focused on 16 Brand-SKUs in India’s chocolate category, each tested at five
price points (Surbhi noted that this example was purposefully kept small to illustrate the process,
which could easily be extended to many dozens of SKUs). Using pooled logit models, Surbhi
estimated constrained SKU-specific price curves (choice probabilities summing to 100% across
prices within each SKU), which were then used to cluster the SKUs. Multiple clustering
solutions were tested, and the 6-cluster model was found to be the most effective, balancing
statistical precision and specificity to the price ranges tested. The clustering process allowed for
the identification of product groups with similar price ranges and price sensitivities, offering
valuable insights for businesses in optimizing pricing strategies while maintaining flexibility in
testing price variations.

Holistic Conjoint (Marco Vriens, Kwantum; Darin Mills, Illuminas; Felix Eggers,
Copenhagen Business School): Marco and co-authors discussed the complexity of consumer
choices in today's market, where products are defined by numerous features. Traditionally,
marketers and researchers have used conjoint analysis to model consumer preferences, breaking
down products into attributes and levels, allowing consumers to choose among alternatives.
However, this approach can be overwhelming when products have too many features, leading
consumers to use decision-making heuristics that simplify the process.

The article introduces a holistic approach to conjoint analysis, suggesting that consumers

may not evaluate every feature individually but instead assess a product based on an overall
sense of its benefits or value. A study on fitness wearables supports this hypothesis, showing that
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models incorporating a holistic decision dimension (e.g., summing the presence of positive levels
across multiple attributes) improve prediction accuracy over traditional conjoint models. The
results vary by price segments, with holistic attributes being more impactful in low- and high-
price segments.

The article proposes that marketers consider a holistic dimension when designing products
and marketing strategies. It also highlights the need for experimental designs that account for this
holistic perspective. This new model offers a better understanding of consumer behavior,
emphasizing that features should be considered not only individually but also as part of an
overall product assessment.

Extracting Meaningful Segments from HB Ultilities (Jay Magidson, Statistical
Innovations Inc.; Jeroen K. Vermunt, Tilburg University): Jay and Jeroen evaluated Latent
Class (LC) modeling in segmenting respondents based on MaxDiff choice data and Hierarchical
Bayesian (HB) utilities derived from the MaxDiff choices. The main goal was to address
preference and scale heterogeneity by creating a synthetic data set with distinct respondent
groups that accurately reflected preferences from an earlier study involving real respondents.
Two segmentation approaches were compared: a 1-step method using MaxDiff choices and a 2-
step method clustering on HB utilities. Both approaches benefit from Scale Adjusted Latent
Class (SALC) modeling, which helps avoid confounds between preference and scale, leading to
clearer, more interpretable segments.

The study focuses on coding's impact on segmentation outcomes, particularly comparing
zero-centered (ZC) versus zero-referenced (ZR) coding. ZC coding proves more accurate
(94.3%), while ZR coding induces spurious correlations, distorting segmentations. Using
simulations, the study confirms that ZC coding yields better results.

Jay and Jeroen also compared segmentation accuracy across 900 simulated respondents with
varying preference strengths. Both the 1-step and 2-step approaches show high accuracy (85%
and 84% respectively). In conclusion, the authors advocate for using SALC models and ZC-
coded utilities to achieve accurate and meaningful segmentation, suggesting future research into
SALC applications.

Respondent Fatigue in Choice-Based Conjoint: When and How Does It Affect the
Results? (Carl Johan Ekstromer, SKIM): In this article, Carl investigated the occurrence of
respondent fatigue in Choice-Based Conjoint (CBC) tasks. While previous research has not
always been conclusive about the presence of fatigue, this paper seeks to clarify the issue by
conducting three studies involving 32 tasks with varying complexity levels. Carl tested three
types of fatigue: Stated Fatigue (self-reported by respondents), Implied Fatigue (detected through
trap questions—respondents choosing logically inferior concepts in a CBC task), and Derived
Fatigue (identified through model performance).

Results indicated that respondent fatigue exists but has minimal practical implications. Stated
Fatigue was not evident, as respondents did not report changing their choice strategies, except in
a medium complexity scenario. Implied Fatigue also showed limited impact, with respondents
only occasionally selecting irrational options. However, Derived Fatigue was observed, as model
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performance decreased with later tasks, suggesting declining data quality over time. Despite this,
including additional tasks in the analysis improved overall model accuracy, up to around 25
tasks, after which performance plateaued.

Respondent Fatigue in Choice-Based Conjoint: When and How Does It Affect the
Results? (Carl Johan Ekstromer, SKIM): In this article, Ekstromer examined respondent
fatigue in Choice-Based Conjoint (CBC) tasks, addressing conflicting findings from previous
studies. CBC involves asking participants to choose between different product configurations,
and repetition is essential for robust data. However, fatigue is a concern, as it may degrade
response quality. This study aimed to determine when and how respondent fatigue occurs and its
impact on CBC models through three tests: stated fatigue, implied fatigue (trap questions), and
derived fatigue (model accuracy).

Three experiments, each with 32 tasks of varying complexity, were conducted. Results
indicate that while respondent fatigue does exist, its effects are limited. Stated fatigue, where
respondents reported changing their strategy, was not consistently evident. Implied fatigue,
measured through irrational choices in trap CBC questions, was only found in high-complexity
tasks. However, derived fatigue, measured by model performance, showed a decrease in
prediction accuracy as task numbers increased, confirming fatigue’s presence.

Despite this, models using fatigued respondent data performed better overall, suggesting that
including fatigued responses improves model robustness up to a point. The study concludes that
while fatigue affects response quality, its impact on practical outcomes is minimal, and CBC
models benefit from using a larger number of tasks.

60 Years of Conjoint: Where We Come from and Where We Are (Peter Kurz, bms
marketing research + strategy): Conjoint analysis, a foundational tool in market research,
traces its origins to Luce and Tukey’s 1964 work in psychometrics. Initially focused on applying
measurement techniques to human preferences, the complexity of human behavior often clashed
with their rigid models. In the 1970s, Paul Green made the method more accessible for
marketing by introducing part-worth utilities and streamlining experimental designs. Meanwhile,
Richard Johnson’s adaptive conjoint analysis (ACA) personalized tasks for respondents,
becoming popular in the 1980s.

A major advancement came in 1976 with McFadden's discrete choice modeling, which
analyzed consumer choices through utility maximization, leading to the integration of choice
models into conjoint analysis. By the late 20th century, Louviere and Woodworth's choice-based
conjoint (CBC) models improved market simulations. The introduction of Bayesian methods in
the 1990s, particularly through the collaboration of Allenby, Lenk, and Johnson, revolutionized
conjoint analysis by enabling individual-level utility estimation via hierarchical Bayesian models
(CBC/HB). This approach significantly enhanced accuracy and simulation reliability.

Today, conjoint analysis continues to evolve, leveraging innovative data collection methods
like VR technologies, and integrating diverse data sources to improve predictive capabilities.
While hierarchical Bayesian methods remain the dominant approach for utility estimation, with
ongoing research into alternative models, like artificial neural networks.
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HUMANIZING SURVEYS AND ENHANCING DEPTH OF INSIGHTS
USING LLMs

KeviN KArTY, CEO
INTUIFY

ABSTRACT

This paper explores the applications and implications of Large Language Models (LLMs),
such as ChatGPT, in the field of market research. Specifically, it examines the transformative
potential of LLMs in survey design, data quality, and respondent engagement, highlighting both
the benefits and challenges. It highlights the impact of relaxing two major barriers that have
impeded survey and insight quality: using multimedia open-ended techniques to create more
interactive survey experiences and analyzing the vast quantity of unstructured data that emerges
from these techniques. It concludes that significant opportunities to improve research design and
implementation are likely to dramatically impact how we conduct research over the next several
years.

INTRODUCTION AND BACKGROUND

The rapid advancement of artificial intelligence (Al) and machine learning (ML)
technologies has significantly impacted various industries, including market research. Large
Language Models (LLMs) like ChatGPT represent a step change in Al capabilities, offering new
ways to engage with survey respondents and analyze data. This paper discusses the differences
between traditional AI/ML methods and LLMs, the challenges and opportunities they present,
and their potential to revolutionize market research.

Traditional Al/ML in Market Research

Traditional Al and ML techniques have been employed in market research for decades,
focusing on tasks such as data analysis, pattern recognition, and predictive modeling. However,
these methods often fall short in understanding and generating natural language, limiting their
effectiveness in handling qualitative data. This has hindered both efforts to create interactive
conversations (e.g., truly interactive chatbots) as well as to accurately interpret open-ended data.
The result has been that even with significant investment in model capabilities over time,
improvements to text analysis have been slow and marginal.

Emergence of LLMs

LLMs, powered by self-supervised learning, have shown emergent capabilities that surpass
traditional Al in language comprehension and generation. After 20 years of increasing model
complexity (Figure 1), expectations for dramatic improvements through further increases in
model size and complexity were muted. However, LLMs demonstrated that the combination of
new approaches (adversarial learning, deep networks, transformational architectures to solve the
long/short term memory problem, next/intermediate word prediction, attention mechanisms to



differentially weight text components, and many other “tricks”) enabled transformational
changes in model capabilities. Some of the more important capabilities for market research
include:

e Zero-shot and few-shot learning, allowing them to adapt to new domains with minimal
(or no) training data, thus enabling users to apply them to new domains without a
proprietary database and hundreds of hours of modeling investment.

e Domain adaptation, allowing LLMs to be trained in one context and efficiently translate
structural learning from that context to another context.

e Self-Supervised Learning, enabling LLMs to effectively be trained on large data volumes
without any manually structured training or outcome data.

e Emergent capabilities, wherein LLMs develop new capabilities as a result of interacting
over time with prompts and responses (that can be used to update training data).

Figure 1: Model Parameter Space Size over Time
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THE CHALLENGE OF SURVEY ENGAGEMENT

Status of the Industry

Challenges with respondent (and response) quality in surveys are not new, but they have
significantly worsened over the past few years. Several papers have called attention to the
severity of the problem (including the current presentation by Ploskonka, Smith and Witt, 4
“How-To” Guide for Catching Cheaters, which observed survey panel toss rates of 11% to 97%



over dozens of studies).! A meta-analysis from Survey Monkey from a few years ago observed
60% cheating/non-attention rates on surveys taking 15 minutes, and nearly 80% on surveys
taking 20 minutes? (Figure 2). A study in 2021 by the CASE initiative cited 30-40% cheating
rates, which were even higher on lower incidence populations (Figure 3). Another CASE study in
2021 observed that the average survey from an online panel was completed by someone who had
taken 21.5 surveys in the prior 24 hours (Figure 4). The same study also highlighted the bias
created by cheating, citing a case (presented at Quirks NYC in 2022) in which cheaters
dramatically overstated their likelihood to purchase (resulting in a 54% top two box purchase
intent among unverified users vs. 24% among verified users), leading Proctor and Gamble to
launch a product that received 71% 1-star ratings on Amazon—entirely due to fraudulent survey
data (Figure 5).

Figure 2: Metadata on Cheating Rates in Surveys by Length
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Source: Survey Monkey, The Online Data Quality Problem, 2022,
hitps://www.surveymonkey.com/curiosity/the-online-research-data-quality-problem-is-respondent-survey/

1 Ploskonka, Deb, Holly Smith and Karlan Witt. 4 “How-To” Guide for Catching Cheaters. Sawtooth Conference, 2024.
2 The Online Research Data Quality Problem. https://www.surveymonkey.com/curiosity/the-online-research-data-quality-problem-is-respondent-
survey/
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Figure 3: Typical Fraud and Fatigue Removal Rates
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Figure 4: Professional Respondents and Daily Survey Activity
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Figure 5: Cheaters Create Significant Bias and Costly Business Decisions

All this is leading to bad outcomes for clients
Case Study: Oral Care Misinformed Go to Market Decision
Pre-Launch Purchase Intent

Unvenfioc Procuct Usage 54% )

Vectfied Product Usape 24% .

Source: CASE Initiative report, presented at Quirks NYC 2022

Although a very significant portion of the quality problem is due to dedicated cheaters (who
are aggressively starting to use LLMs to improve the sophistication of their cheating activity and
thus evade one of the most critical methods of cheater detection, open-end response review—see
Figure 6), another large portion of survey “cheating” is actually due to respondent frustration
with tedious, frustrating surveys that have clearly not kept pace with consumer expectations.
Online survey shave been popular since at least 1997, however computer interfaces have
advanced dramatically since that time while surveys have not—and have potentially gotten
worse (Figure 7).

Figure 6: LLM Usage in Answering Open Ends as of Early 2024
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Figure 7: Broader Technology Experience vs. Survey Experience: 1997 to Present
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One critical response to the data quality challenge is to radically improve the quality and
engagement of surveys. Much of this can be achieved through deployment of modern cognitively
optimized, and mobile friendly user interfaces. However, LLMs offer another promising avenue
for enhancing surveys which is both transformative and synergistic: interactive open-ended
questions.

CONVERSATIONAL Al: USING LLMs TO MAKE SURVEYS MORE ENGAGING

Recent work by a number of colleagues, including by Inca and Logit (presented at Quirks
NYC 2023), has demonstrated the potential of embedding LLMs in text questions to dynamically
probe responses in order to create a more engaging and interactive experience. Dynamic probes
use LLMs in real time to analyze responses and to create a customized probing question that
directly follows up to a respondent’s text answer. In this work, Inca conducted A/B testing of
dynamic probes vs. static text open ends, and demonstrated significant advantages:

e Dynamic text probes resulted in 2.8X the word count of responses vs. non-probing
questions.

e Surveys with dynamic probes were perceived as more likely to be better than other
surveys (78% vs. 60%). (Based on responses to a question, “Compared to other surveys
you have done, how would you rate this survey experience?)



e Surveys with dynamic text probes were more likely to be perceived as shorter than their
actual time (60% vs. 42%). However, this result should be heavily qualified, as the
surveys with dynamic probing took significantly longer (11.8 minutes vs. 9.3 minutes).
Thus, any respondent answering 10 minutes (i.e., a common focal response for a length)
would have been classified as “longer than actual length) for the regular survey, but
“shorter than actual length” for the survey with Al-based probing.

Supplementary diagnostic data from the Inca/Logit study provided additional support
(Figure 8). While the standard survey was perceived as Simpler/Easier, more Straightforward,
and more Familiar, the survey with LLM powered text probing was perceived as more
Likeable/Interactive, and more Fun/Engaging.

Figure 8: Survey Assessments from Standard vs. Surveys Using Conversational Text AI
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Perhaps more surprising was the impact of using conversational Al probes on the quality of
data in the rest of the survey