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Abstract 
 
Bayes theorem, and the Bayesian perspective to analysis, has been around for hundreds of years.  
It has just recently experienced a tremendous increase in popularity.  In this paper, we describe 
the Bayesian approach, the recent revolution in marketing research that has occurred, and the 
revolution that is about to occur.    
 
1. Introduction 

 
Hierarchical Bayes (HB) methods were first applied to marketing problems in the early 

90s.  Since, this time, over 50 HB papers have been published in marketing journals.  The 
popularity of the HB approach stems from several unique advantages afforded this approach over 
conventional methods. The Bayesian approach offers more accurate solutions to a wider class of 
research problems than previously possible, facilitating the integration of data from multiple 
sources, dealing directly with the discreteness (i.e., lumpiness) of marketing data, and tracking 
the uncertainty present in marketing analysis, which is characterized by many "units" of analysis 
(e.g., respondents), but relatively sparse data per unit.   

 
The purpose of this paper is to provide an introduction to, and perspective on, Bayesian 

methods in marketing research.  This paper begins with a conceptual discussion of Bayesian 
analysis and the challenge of conducting Bayesian analysis on marketing data.  Hierarchical 
Bayes (HB) models and Markov chain Monte Carlo (MCMC) estimators are introduced as a 
means of dealing with these challenges.  The MCMC estimator replaces difficult analytic 
calculations with an iterative, simple, computational procedure.  When coupled with HB models, 
the combination offers researchers the dual capability of analyzing larger problems with more 
accuracy.  Some challenges of implementing and estimating HB models are then discussed, 
followed by a perspective on where marketing research analysis is headed with this new tool.  
Readers interested in a formal and more complete account of these methods are referred to Rossi 
and Allenby (2003).   

 
2. Bayes Theorem and Marketing Data 

 
Bayes theorem was originally published in 1764 as "An Essay toward Solving a Problem 

in the Doctrine of Chances" by the Royal Society of London, England.  In his essay, Bayes 
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proposed a formal rule for accounting for uncertainty.  In its simplest form, if H denotes a 
hypothesis and D denotes data, the theorem states that  
 
 Pr(H|D) = Pr(D|H) × Pr(H) / Pr(D)         (1) 
 
Where Pr(.) denotes a probabilistic statement.  That is, Pr(H) is a probabilistic statement about 
the hypothesis before seeing the data, and Pr(D|H) is the probability of the data given (i.e., 
conditional on) the hypothesis.  Bayes rule can be derived from usual operations with 
probabilities: 
 
 Pr(H,D) = Pr(H) × Pr(D|H)         (2) 
    = Pr(D) × Pr(H|D) 
 
which, after equating the two expressions on the right of the equal signs and dividing both sides 
by Pr(D), yields the expression in equation (1). 
 
 Bayes theorem is useful in problems involving what has historically been called "inverse 
probability."  In these problems, an analyst is given the data and, from that information, attempts 
to infer the random process that generated them by using equation (1).  For example, the data (D) 
could be the yes-no response to the question "do you camp?" and the hypothesis (H) might be a 
set of factors (e.g., product ownership or enjoying other outdoor activities) that are hypothesized 
to be camping-related.  The probability of the data given the hypothesized model can take many 
forms, including regression models, hazard models, and discrete choice models.  Bayes theorem 
is used to derive probability statements about the unobserved data generating process by 
multiplying the probability of the data given the model, Pr(D|H), by the prior probability of the 
hypothesized model, Pr(H), and dividing by Pr(D).   
 

Bayes theorem offers a formula that accounts for uncertainty in moving from the 
hypothesized data-generating process, Pr(D|H), to inferences about the hypothesis given the data, 
Pr(H|D).  To a Bayesian, there is little difference between a hypothesis (H) and any other 
unobserved (latent) aspect of a model, including model parameters (β).  Bayes rule is applied to 
any and all unobservables, with the goal of making inferences based on the rules of probability.  
A critical difference between Bayesian and non-Bayesian analysis is that Bayesians condition on 
the observed data (D) while non-Bayesians condition on the hypothesis (H) and model 
parameters (β).  Non-Bayesian analysis proceeds by conditioning on the hypothesized model – 
i.e., assuming that the hypothesis is known with certainty – and searching for the best fitting 
model that maximizes Pr(D|H).  The hypothesis, in reality, is never known, and such an 
assumption destroys the ability of the analyst to account for the uncertainty present in an 
analysis.   

 
Accounting for uncertainty is important in the analysis of marketing research data.  

Marketing data contains large amounts of uncertainty, typically comprising many heterogeneous 
"units" (e.g., households, respondents, panel members, activity occasions) with limited 
information on each unit.  These units may differ in their preferences, sensitivities, beliefs and 
motivations.  In a conjoint analysis, for example, it is rare to have more than 20 or so 
evaluations, or choices, of product descriptions per respondent.  In the analysis of direct 
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marketing data, it is rare to have more than a few dozen orders for a customer within a given 
product category.   

 
Researchers often report that predictions in marketing research analyses are too 

aggressive and unrealistic.  A reduction in price of 10 or 20%, for example, results in an increase 
in market share that is known to be too large.  Overly optimistic predictions can easily result if 
estimates of price sensitivity are incorrectly assumed known with certainty.  When uncertainty is 
accounted for, market share predictions become more realistic and tend to agree with current and 
past experience.  The inability to accurately account for data uncertainty also creates problems 
when integrating data from multiple sources, when conducting an analysis in which the output 
from one procedure is used as input to another, and in conducting analysis of latent processes, 
such as the use of brand beliefs in forming consideration sets.   

 
While Bayes theorem is a conceptually simple method of accounting for uncertainty, it 

has been difficult to implement in all but the simplest problems.  It is typically the case that the 
data, D, are assumed to arise from hypothesized models where Pr(D|H) and Pr(H), when 
multiplied together, take a form that leads to difficulty in constructing inferences about model 
parameters and making predictions.  This occurs, for example, in the analysis of choice data 
where there is assumed to exist a latent, utility maximizing process.  Accordingly, until recently, 
researchers in marketing and other fields have tended not to use Bayesian methods, and have 
instead conducted analysis based entirely on Pr(D|H).   

 
3. Hierarchical Bayes (HB) Models 
 

Recent developments in statistical computing have made Bayesian analysis accessible to 
researchers in marketing and other fields.  The innovation, known as Markov chain Monte Carlo 
(MCMC), has facilitated the estimation of complex models of behavior that can be infeasible to 
estimate with alternative methods.  These models are written in a hierarchical form, and are often 
referred to as hierarchical Bayes models.  Discrete choice models, for example, assume that 
revealed choices reflect an underlying process where consumers have preferences for alternatives 
and select the one that offers greatest utility.  Utility is assumed related to specific attribute levels 
that are valued by the consumer, and consumers are assumed to be heterogeneous in their 
preference for the attributes.  The model is written as a series of hierarchical algebraic 
statements, where model parameters in one level of the hierarchy are unpacked, or explained, in 
subsequent levels. 
 
 Pr(yih = 1) = Pr(Vih + εih > Vjh + εjh   for all j)       (3) 
 
 Vi = xi'βh           (4)  
 
 βh ~ Normal( β , Σβ)           (5) 
 
where "i" and "j" denote different choice alternatives, yih is the choice outcome for respondent h, 
Vih is the utility of choice alternative i to respondent h, xi denotes the attributes of the ith 
alternative, βh are the weights given to the attributes by respondent h, and equation (5) is a 
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"random-effects" model that assumes that the respondent weights are normally distributed in the 
population.   
 
 The bottom of the hierarchy specified by equations 3) – 5) is the model for the observed 
choice data.  Equation 3) specifies that alternative j is chosen if the latent or unobserved utility is 
the largest among all of the alternatives.  Latent utility is not observed directly and is linked to 
characteristics of the choice alternative and a random error in equation 4.  Each respondent’s 
part-worths or attribute weights are linked by a common distribution in equation 5.  Equation 5) 
allows for heterogeneity among the units of analysis by specifying a probabilistic model of how 
the units are related.  The model of the data-generating process, Pr(Dh|βh), is augmented with a 
second equation Pr(βh| β , Σβ) where β  and Σβ are what are known as "hyper-parameters" of the 
model, i.e., parameters that describe variation in other parameters rather than variation in the 
data.   At the top of the hierarchy are the common parameters.  As we move down the hierarchy 
we get to more and more finely partitioned information.  First are the part worths which vary 
from respondent to respondent.  Finally, at the bottom of the hierarchy are the observed data 
which vary by respondent and by choice occasion. 
 
 In theory, Bayes rule can be applied to this model to obtain estimates of unit-level 
parameters given all the available data, Pr(βk|D), by first obtaining the joint probability of all 
model parameters given the data:  
 
 Pr({βh}, β , Σβ|D) =  [ Πh Pr(Dh|βh) × Pr(βh| β , Σβ) ] × Pr( β , Σβ) / Pr(D)    (6) 
 
and then integrating out the parameters not of interest: 
 
 Pr(βk | D) = ∫ Pr({βh}, β ,Σβ|D) dβ-k d β  dΣβ       (7) 
 
where "-k" denotes "except k" and D={Dh} denotes all the data.  Equations (6) and (7) provide 
an operational procedure for estimating a specific respondent's coefficients (βk) given all the data 
in the study (D), instead of just her data (Dk).  Bayes theorem therefore provides a method of 
"bridging" the analysis across respondents while providing an exact accounting of the all the 
uncertainty present. 

 
Unfortunately, the integration specified in equation (7) is typically of high dimension and 

impossible to solve analytically.  A conjoint analysis involving part-worths in the tens (e.g., 15) 
with respondents in the hundreds (e.g., 500) leads to an integration of dimension in the 
thousands.  This partly explains why the conceptual appeal of Bayes theorem, and its ability to 
account for uncertainty, has had popularity problems – its implementation was difficult except in 
the simplest of problems.  Moreover, in simple problems, one obtained essentially the same 
result as a conventional (classical) analysis unless the analyst was willing to make informative 
probabilistic statements about hypotheses and parameter values prior to seeing the data, Pr(H).  
Marketing researchers have historically felt that Bayes theorem was intellectually interesting but 
not worth the bother. 

 4



 
4. The MCMC Revolution 

 
The Markov chain Monte Carlo (MCMC) revolution in statistical computing occurred in 

the 1980s with the publication of papers by Geman and Geman (1984), Tanner and Wong (1987) 
and Gelfand and Smith (1990), eventually reaching the field of marketing with papers by 
Allenby and Lenk (1994) and Rossi and McCulloch (1994).  The essence of the approach 
involves replacing the analytical integration in equation (4) with a Monte Carlo simulator 
involving a Markov chain.  The Markov chain is a mathematical device that locates the simulator 
in an optimal region of the parameter space so that the integration is carried out efficiently, 
yielding random draws of all the model parameters.  It generates random draws of the joint 
distribution Pr({βh}, β , Σβ|D) and all marginal distributions (e.g., Pr(βh|D)) instead of 
attempting to derive the analytical formula of the distribution.  Properties of the distribution are 
obtained by computing appropriate sample statistics of the random draws, such as the mean, 
variance, and probability (i.e., confidence) intervals.   

 
A remarkable fact of these methods is that the Monte Carlo simulator can replace 

integrals of any dimension (e.g., 10,000), with the only limitation being that higher dimensional 
integrals take longer to evaluate than integrals of only a few dimensions.  A critical part of 
analysis is setting up the Markov chain so that it can efficiently explore the parameter space.  An 
effective method of doing this involves writing down a model in a hierarchy, similar to that done 
above in equations (3) – (5).   

 
MCMC methods have also been developed to handle the discreteness (i.e., lumpiness) of 

marketing choice data, using the technique of data augmentation.  If we think of the data as 
arising from a latent continuous variable, then is it a relatively simple matter to construct an 
MCMC algorithm to sample from the posterior.  For example, we can think of ratings scale data 
as arising from a censored normal random variable that is observed to be in one of k-1 “bins” or 
intervals for a k element scale.  The resulting computational flexibility, when coupled with the 
exact inference provided by Bayes theorem, has lead to widespread acceptance of Bayesian 
methods within the academic field of marketing and statistics.   

 
Diffusion of the HB+MCMC innovation into the practitioner community was accelerated 

by the existence of key conferences and the individuals that attended them.  The American 
Marketing Association's Advanced Research Techniques (ART) Forum, the Sawtooth Software 
Conference, and the Bayesian Applications and Methods in Marketing Conference 
(BAMMCONF) at Ohio State University all played important roles in training researchers and 
stimulate use of the methods.  The conferences brought together leading academics and 
practitioners to discuss new developments in marketing research methods, and the individuals 
attending these conferences were quick to realize the practical significance of HB methods.   

 
The predictive superiority of HB methods has been due to the freedom afforded by 

MCMC to specify more realistic models, and the ability to conduct disaggregate analysis. 
Consider, for example, the distribution of heterogeneity, Pr(βh| β , Σβ) in a discrete choice 
conjoint model. While it has long been recognized that respondents differ in the value they attach 
to attributes and benefits, models of heterogeneity were previously limited to the use of 
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demographic covariates to explain differences, or the use of finite mixture models.  Neither 
model is realistic – demographic variables are too broad-scoped to be related to attributes in a 
specific product category, and the assumption that heterogeneity is well approximated by a small 
number of customer types is more a hope than a reality.  Much of the predictive superiority of 
HB methods is due to avoiding the restrictive analytic assumptions that alternative methods 
impose. 

 
The disaggregate analysis afforded by MCMC methods has revolutionized analysis in 

marketing.  By being able to obtain individual-level estimates, analysis can avoid many of the 
procedures imposed by analysts to avoid computational complexities.  Consider, for example, 
analysis associated with segmentation analysis, target selection and positioning.  Prior to the 
ability to obtain individual–level parameter estimates, analysis typically proceeded in a series of 
steps, beginning with the formation of segments using some form of grouping tool (e.g., cluster 
analysis).  Subsequent steps then involved describing the groups, including their level of 
satisfaction with existing offerings, and assessing management's ability to attract customers by 
reformulating and repositioning the offering.   

 
The availability of individual-level estimates has streamlined this analysis with the 

construction of choice simulators that take the individual-level parameter estimates as input, and 
allow the analyst to explore alternative positioning scenarios to directly assess the expected 
increase in sales.  It is no longer necessary to conduct piece-meal analysis that is patched 
together in a Rube Goldberg-like fashion.  Hierarchical Bayes models, coupled with MCMC 
estimation, facilitates an integrated analysis that properly accounts for uncertainty using the laws 
of probability.  While these methods have revolutionized the practice of marketing research over 
the last 10 years, they require some expertise to implement successfully.   
 
5. Challenges in Implementing HB 

 
In addition to its widespread use in conjoint analysis because of Sawtooth Software, 

Bayesian models are being used by companies such as DemandTec to estimate price sensitivity 
for over 20,000 individual sku's in retail outlets using weekly sales data.  These estimates of 
price sensitivity are used to identify profit maximizing retail prices.  A challenge in carrying out 
this analysis is to estimate consumer price sensitivity given the basic assumption that rising 
prices are associated with declining sales for any offering, and that an increase in competitor 
prices will lead to an increase in own sales.  Obtaining estimates of price sensitivity with the 
right algebraic signs is sensitive to the level of precision, or uncertainty, of the price-sales 
relationship.   

 
One of the major challenges of implementing HB models is to understand the effect of 

model assumptions at each level of the hierarchy.  In a conventional analysis, parameter 
estimates from a unit are obtained from the unit's data, Pr(βh|Dh).  However, because of the 
scarcity of unit-level data in marketing, some form of data pooling is required to obtain stable 
parameter estimates.  Rather than assume no heterogeneity (βh = β for all h) or that heterogeneity 
in response parameters follow a deterministic relationship to a common set of covariates (βh = 
zh'γ) such as demographics, HB models often assume that the unit-level parameters follow a 
random-effects model (Pr(βh | β , Σβ)).  As noted above, this part of the model "bridges" analysis 
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across respondents, allowing the estimation of unit-level estimates using all the data Pr(βh|D), not 
just the unit's data Pr(βh|Dh).   

 
The influence of the random-effect specification can be large.  The parameters for a 

particular unit of analysis (h) now appear in two places in the model: 1) in the description of the 
model for the unit, Pr(Dh|βh) and 2) in the random-effects specification, Pr(βh| β , Σβ), and 
estimates of unit h's parameters must therefore employ both equations.  The random-effects 
specification adds much information to the analysis of βh, shoring up the information deficit that 
exists at the unit level with information from the population.  This difference between HB 
models and conventional analysis based solely on Pr(Dh|βh) can be confusing to an analyst and 
lead to doubt in the decision to use these new methods.  

 
The influence of the unit's data, Dh relative to the random-effects distribution on the 

estimate of βh depends on the amount of noise, or error, in the unit's data Pr(Dh|βh) relative to the 
extent of heterogeneity in Pr(βh| β , Σβ).  If the amount of noise is large or the extent of 
heterogeneity is small, then estimates of βh will be similar across units (h=1,2,…).  As the data 
become less noisy and/or as the distribution of heterogeneity becomes more dispersed, then 
estimates of βh will more closely reflect the unit's data, Dh.  The balance between these two 
forces is determined automatically by Bayes theorem.  Give the model specification, no addition 
input from the analyst is required because Bayes theorem provides an exact accounting for 
uncertainty and the information contained in each source. 

 
Finally, the MCMC estimator replaces difficult analytic calculations with simple 

calculations that are imbedded in an iterative process.  The process involves generating draws 
from various distributions based on the model and data, and using these draws to explore the 
joint distribution of model parameters in equation (6).  This can be a time consuming process for 
large models, and a drawback is that HB models that longer to estimate than simpler models, 
which attempt only to identify parameter values that fit the data best.  However, as 
computational speed increases, this drawback becomes less important. 

 
6. New Developments in Marketing Research 

 
In addition to improvements in prediction, HB methods have been used to develop new 

marketing research methods and insights, including new models of consumer behavior, new 
models of heterogeneity, and new decision tools.  Discrete choice models have been developed 
to include carry-over effects (Allenby and Lenk 1994), quantity (Arora, Allenby and Ginter 
1999, Allenby, Shively, Yang and Garratt 2003), satiation (Kim, Allenby and Rossi 2002), 
screening rules (Gilbride and Allenby 2003) and simultaneous effects (Manchanda, Chintagunta 
and Rossi, 2003 and Yang, Chen and Allenby 2003).  Models of satiation facilitate identifying 
product characteristics that are responsible for consumers tiring of an offering, and have 
implications for product and product line formation.  Screening rules are to simplify consumer 
decision making, and point to the features that are needed for a brand to be considered.  These 
features are of strategic importance to a firm because they define the relevant competition for an 
offering.  Finally, simultaneous models deal with the fact that marketing mix variables are 
chosen strategically by managers with some partial knowledge of aspects of demand not 
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observed by the market researcher.  For example, the sensitivity of prospects to price changes is 
used by producers to design promotions and by the prospects themselves when making their 
purchase decisions.  Prices are therefore set from within the system of study, and are not 
independently determined.  Incorrectly assuming that variables are independent can lead to 
biased estimates of the effectiveness of marketing programs. 

 
Experience with alternative forms of the distribution of heterogeneity reveals that 

assuming a multivariate normal distribution leads to large improvements in parameter estimates 
and predictive fit (see, for example, Allenby, Arora and Ginter 1998).  More specifically, 
assuming a normal distribution typically leads to large improvements relative to assuming that 
the distribution of heterogeneity follows a finite mixture model.  Moreover, additional benefit is 
gained from using truncated distributions that constrain parameter estimates to sensible regions 
of support.  For example, negative price coefficients are needed to solve for profit maximizing 
prices that are realistic. 

 
Progress has been made in understanding the nature of heterogeneity.  Consumer 

preferences can be interdependent and related within social and informational networks (Yang 
and Allenby, 2003).  Moreover, heterogeneity exists at a more micro-level than the individual 
respondent.  People act and use offerings in individual instances of behavior.  Across instances, 
the objective environment may change with implications for consumer motivations and brand 
preferences (Yang, Allenby and Fennell 2002).  Motivating conditions, expressed as the 
concerns and interests that lead to action, have been found to be predictive of relative brand 
preference, and are a promising basis variable for market segmentation (Allenby, et.al. 2002). 

 
The new decision tools offered by HB methods exploit availability of the random draws 

from the MCMC chain.  As mentioned above, these draws are used to simulate scenarios related 
to management's actions and to explore non-standard aspects of an analysis.  Allenby and Ginter 
(1995) discuss the importance of exploring extremes of the distribution of heterogeneity to 
identify likely brand switchers.  Other uses include targeted coupon delivery (Rossi, McCulloch 
and Allenby 1996) and constructing market share simulators discussed above.   
 
7. A Perspective on Where We're Going 
 

Freedom from computational constraints allows researchers and practitioners to work 
more realistically on marketing problems.  Human behavior is complex, and, unfortunately, 
many of the models in use have not been.  Consider, for example, the dummy-variable regression 
model used in nearly all realms of marketing research.  This model has been used extensively in 
advising management what to offer consumers, at what price and through what channels.  It is 
flexible and predicts well.  But does it contain the right variables, and does it provide a good 
representation of the process that generated the data?  Let's consider the case of survey response 
data. 
  

Survey respondents are often confronted with descriptions of product offerings that they 
encode with regard to their meaning.  In a conjoint analysis, respondents likely assess the 
product description for correspondence with the problem that it potentially solves, construct 
preferences, and provide responses.  The part-worth estimates that conjoint analysis makes 
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available reveal the important attribute-levels that provide benefit, but they cannot reveal the 
conditions that give rise to this demand in the first place.  Such information is useful in guiding 
product formulation and gaining the attention of consumers in broadcast media.  For example, 
simply knowing that high horsepower is a desirable property of automobiles does not reveal that 
consumers may be concerned about acceleration into high-speed traffic on the highway, stop and 
go driving in the city, or the ability to haul heavy loads in hilly terrain.  These conditions exist 
up-stream from (i.e., prior to) benefits that are available from product attributes.  The study of 
such upstream drivers of brand preference will likely see increased attention as researchers 
expand the size of their models with HB methods.  
 
 The dummy variable regression model used in the analysis of marketing research data is 
too flexible and lacks the structure present in human behavior, both when representing real world 
conditions and when describing actual marketplace decisions.  For example, the level-effect 
phenomena described by Wittink et al. (1992) can be interpreted as evidence of model mis-
specification in applying a linear model to represent a process of encoding, interpreting and 
responding to stimuli.  More generally, we understand a small part of how people fill out 
questionnaires, form and use brand beliefs, employ screening rules when making actual choices, 
and why individuals display high commitment to some brands but not others.  None of these 
processes is well represented by a dummy variable regression model, and all are fruitful areas of 
future research. 
 
  Hierarchical Bayes methods provide the freedom to study what should be studied in 
marketing, including the drivers of consumer behavior.  It facilitates the study of problems 
characterized by a large number of variables related to each other in a non-linear manner, 
allowing us accurately to account for model uncertainty, and to employ an "inverse probability" 
approach to infer the process that generated the data.  HB will be the methodological cornerstone 
for further development of the science of marketing, helping us to move beyond simple 
connections between a small set of variables.  
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